“Understanding Information-Energy Interactions”: Annual Report 2015

[bookmark: _GoBack]Existing Team: Yaoqing Yang, Majid Mahzoon, Praveen Venkatesh, Haewon Jeong, Karthik Ganesan, Pulkit Grover

New team: Yaoqing Yang, Sanghamitra Das, Praveen Venkatesh, Haewon Jeong, Karthik Ganesan, Pulkit Grover

Team interaction/meetings:

· Pulkit and Karthik met for discussions on JSAC submission in San Jose, CA, on the sidelines of Asilomar 2014.
· Haewon, Praveen, Yaoqing, and Karthik met and discussed ideas on information-energy interactions at the North American School on Information Theory at San Diego (NASIT, 2015).
· Haewon and Karthik discussed ideas on code design for energy-efficient communication regularly throughout the year over email and meetings.

Presentations/posters/papers:

· Haewon, Praveen, Yaoqing, and Karthik presented posters at NASIT.
· “Information Friction Limits on Computation,” Pooja Vyavahare, Majid Mahzoon, D. Manjunath, N. Limaye, Pulkit Grover, Allerton 2014.
· Karthik Ganesan, Pulkit Grover, Andrea Goldsmith, Jan Rabaey, “Towards approaching total-power-capacity: transmit and decoding power minimization for LDPC codes,” Submitted to IEEE JSAC, 2015.
· Praveen Venkatesh and Pulkit Grover, “Is the direction of greater Granger causal influence same as the direction of information flow?” to be presented at Allerton ’15 and Society for Neuroscience (SfN) annual meeting, 2015.

Notable progress/outcomes:
[image: ]
1) Experimental corroboration of Pulkit and Andrea’s earlier results on energy-efficient communication
2) With Praveen, we were able to concretely provide a counterexample on inferring information flow in the brain using Granger causality. We showed that the direction of Granger causal influence can be opposite to the direction of information flow, thus challenging a widespread technique used in modern neuroscientific studies. 
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Abstract— Granger causality is an established measure of
the “causal influence” that one stochastic process has on
another. Along with its more recent generalization – Directed
Information – Granger Causality has been used extensively in
neuroscience, and in complex interconnected systems in general,
to infer causal influences. Of late, many works have begun to
interpret the direction of causal influence as the direction of
“information flow”. We ask: is the direction of causal influence,
as predicted by Granger Causality and Directed Information
always the same as the direction of information flow? We
test whether these measures correctly predict the direction of
information flow by using two simple theoretical experiments,
in which the true direction of information flow (the “ground
truth”) is known by design. The experiments are based on a
communication system with a feedback channel, upon which
a strategy inspired by the work of Schalkwijk and Kailath is
employed. We show that in these experiments, the direction
of information flow can be opposite to that which is inferred
using Granger causality and Directed Information. Thus, while
it might be reasonable to infer the direction of causal influence
using these techniques, one needs to exercise care in interpreting
the direction of causal influence as the direction of information
flow.



I. INTRODUCTION



A. Motivation



This work is in large part motivated by a recent surge of
interest in understanding neural circuits – the connectivity
and dynamic activity of different regions of the brain –
and how they give rise to behavior and experience. This
is evidenced by the launching of the BRAIN initiative
in the US and the Human Brain Project in Europe. To
quote from BRAIN 2025: A Scientific Vision1, we wish to
“map connected neurons in local circuits and distributed
brain systems, enabling an understanding of the relationship
between neuronal structure and function”, clearly indicating
the move towards understanding (a) the connectivity and
(b) the computational function of different brain regions.
While the question of how the brain computes has been
of immense interest for several decades, only recently have
measurement techniques become sophisticated enough to
be able to simultaneously record the activity of multiple
neurons, or multiple neural populations.



In order to understand how the brain performs compu-
tations, it could be useful to first understand the directions
of information flow in various parts of the brain (e.g. [1],
[2], [3], [4], [5] etc.). In an effort to make headway on the



1The BRAIN Working Group’s report to the Advisory Committee to the
Director of the NIH



goals of BRAIN 2025, several works use Granger causality
(and less often, its information-theoretic generalization –
Directed Information) to understand how this information
flows (eg. [6], [7], [8]), or to acquire directed maps of
functional connectivity (eg. [9], [7], [8]). For instance, in [6],
Granger causal influences that are measured between so-
matosensory and motor sites are said to “support the idea
that somatosensory feedback provides information to the
sensorimotor system that is used to control motor output”.
This raises the question: do these directed connectivity maps,
as determined by directional causal influence measures such
as Granger causality, correctly identify the directions along
which information flows in the brain?



Fig. 1. Is the direction of stronger Granger-causal influence necessarily
the same as the direction in which the information (or equivalently, the
“message”) is flowing?



B. How Granger Causality is used in Neuroscience today



Several works have outlined the procedures involved in
using Granger Causality to estimate causal influences in the
brain ([10], [6], [11], [12], [13], [14], [15]). Here, we briefly
describe how Granger Causal influence is quantified, and
how it is computed in these works.



Granger causality, as originally described by Granger [16],
measures the level of influence that one process {X} has
on another process {Y }. The analysis compares the error



in predicting the {Y } process based on (i) simply the
past of {Y }, and (ii) based on the past of both {X} and
{Y }. The Granger causality metric is the ratio of these
errors, encapsulating the innovations that the process {X}
causally supplies to the process {Y }. Many variants of
Granger causality have also been considered, including a
generalization – Directed Information (see [17], [18], [19]) –
an information-theoretic quantity denoted by I(Xm → Ym).
These variants form possible alternatives for estimating the
direction of causal influence, but Directed Information is a
generalization of many of these metrics [18].
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